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Abstract—In this work, we explore a novel approach
to quantify and predict events related to biomolecu-
lar recognition. The theoretical framework leverages
mathematics from radar signal processing and com-
munication networks in the form of a matched filter
to describe the recognition of a ligand by a recep-
tor. Based on first principles this cross correlation
between the electrostatic fields of the ligand and re-
ceptor is a new approach to predict the details of in-
teraction between the two biomolecules. The output
of this matched filter is analogous to Gibbs free en-
ergy of classical thermodynamics with the added ad-
vantage that it has the potential to identify the path
the ligand takes as it moves towards the receptor. The
biomolecules used for demonstration purposes in this
paper are C12 (ligand) and QscR (receptor). They
are important to the understanding of an opportunis-
tic pathogen, Pseudomonas aeruginosa, which strikes
cystic fibrosis patients and burn victims, among oth-
ers. This work could provide an alternative approach
to more rigorous common methods, e.g. molecular dy-
namics simulations, for analyzing and understanding
molecular recognition events.

I. Introduction

BIOPHYSICAL chemistry tends to utilize con-
cepts based on 19th century thermodynamics

to describe molecular interactions. These techniques
have their basis in the machines of the industrial age
such as the steam engine in which “billions and bil-
lions” of molecules are involved. in terms of one-on-
one interactions. For instance, ligand-receptor bind-
ing is a fundamental process in a host of cellular in-
teractions, where one molecule (a ligand) binds to
another molecule (a receptor) with a potential third
molecule binding elsewhere on the receptor and mod-
ifying binding by virtue of allosteric inhibition. Once
the ligand-receptor binding event takes place it can
trigger a cascade of events within a cell. When we
focus on the ligand-receptor biomolecular recognition
event more closely, we see that it has a great deal in
common with matched filters in radar signal process-
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Figure 1. Illustration of potential roles of biological antenna
structures in a well-known molecular signaling pathway. Or-
ganism A serves as a transmitter and the C12 molecule as a
chemical carrier. The associated molecular electrostatic field
is absorbed and its microwave spectrum broadened by inter-
actions with the medium. The receiver Organism B presents
a receptor molecule that reacts to the time-modulated and
spatially-dependent field from its ligand C12, resulting in a
purposeful response to the EM field from the C12 molecule.

ing [1]. The receptor may be considered “matched”
to a specific ligand in some way (in our case, we
will consider the energy contained in the electrostatic
fields as a measure of “match”). This helps the recep-
tor discriminate between the ligand against a myriad
of other molecules which are in the cell at the same
time.

Currently, the simulation of biomolecular interac-
tions is done using computational tools known gen-
erally as Molecular Dynamics (MD) [2–4]. Although
MD simulations accurately model binding events be-
tween a ligand and receptor pair [5,6], there are lim-
itations inherent in the approach. Primary among
these limitations is the general complexity of MD
models of the molecular interaction. In this work,
we will describe an electromagnetic approach to
biomolecule recognition events. The concept of the
matched filter – termed here the “Molecular Ambi-
guity Function” – will be described, followed by an
example case of the interaction between QscR and
C12, as shown in Fig. 1, as a critical component in the
Pseudomonas aeruginosa pathogen [7], with a discus-
sion of results and conclusions.
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II. Molecular Ambiguity Function

A. Concept

Ligand-receptor interactions are traditionally de-
scribed, in physical chemistry, from the frame-
work of thermodynamics. In that framework, the
concentrations of the bound ligand-receptor pairs
([RL]), and unbound ligands ([L]) and receptor ([R])
molecules are expressed in relation to binding affinity
(Ka) and dissociation constant(Kd), explicitly shown
in (1).

Ka =
[RL]

[R][L]
=

1

Kd
(1)

The dissociation constant can then be related to the
gas constant (R) and absolute temperature (T ) to
describe the minimization of thermodynamic poten-
tial of the chemical system, i.e. Gibbs free energy
(∆G) shown in (2).

∆G = RTln(Kd) (2)

In this work, we seek to recast biomolecular interac-
tions in terms of electromagnetic fields to capture the
essential dynamics leading to a binding event. The
current thermodynamic approach describes the inter-
actions from a chemical system paradigm that aver-
ages the responses of billions of interactions. How-
ever, these biomolecular interactions happen on an
individual basis which is not adequately explained
within the existing framework, (2). In order to model
biosystems for localized events, concepts from sig-
nal processing are leveraged, e.g. cross-correlations,
matched filters, etc.

Molecular recognition between the ligand and recep-
tor requires the spatial distribution of the electric
fields for both the ligand ( ~EL(~r-~rL)) and receptor

( ~ER(~r-~rR)), where ~r, ~rL, ~rR is the observation point
and location of fields for the ligand and receptor, re-
spectively. These electric fields are the result of vari-
ous sources from within the ligand and receptor such
as ions ( ~ELi, ~ERi), dipoles ( ~ELd, ~ERd), quadrupoles

( ~ELq, ~ERq), and higher order sources (h.o.s), respec-
tively.

~EL(~r−~rL) =
∑

~ELi(~r−~rL) +
∑

~ELd(~r−~rL)

+
∑

~ELq(~r−~rL) +h.o.s.
(3)

Figure 2. Schematic representation of the ligand and recep-
tor, C12 and QscR respectively. The separation between the

receptor and ligand is specified by the vector ~d, with field ~ER

and field ~EL representing the three-dimensional vector field
distribution due to the receptor and ligand, respectively.

~ER(~r−~rR) =
∑

~ERi(~r−~rR) +
∑

~ERd(~r−~rR)

+
∑

~ERq(~r−~rR) +h.o.s.

(4)

The resultant forces due to these electric fields will
influence the dynamics of ligand-receptor binding
events and may play a central role in molecular bind-
ing by e.g. spatial state preparation. The total en-
ergy associated with the electrostatic interaction be-
tween the fields generated by the ligand-receptor pair
is given by

ULR =
1

2
ε

∫
Ωµ

~EL(~r′ + ~r) · ~ER(~r′ + ~r) d3r
′
, (5)

where ULR is the interaction energy, ε is the permit-
tivity of the surrounding medium, Ωµ is the volume

surrounding the ligand and receptor, ~r′ is the vector
to the observation point, and ~r is the path for the
ligand molecule. The integral is bound to Ωµ instead
of ±∞ to compute the correlation over a localized
volume in the vicinity of the ligand-receptor to cap-
ture that interaction where the primary focus is on
the effect of the protein on the ligand.

Equation (5) provides a cross-correlation between the
electric fields generated by the ligand and receptor
as the ligand molecule traces a spatial path relative
to the receptor molecule. This cross-correlation of a
single molecular recognition event can be recast in
terms of Gibbs free energy, which we refer to as the
Molecular Ambiguity Function (MAF).
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Figure 3. 3D partial charge distribution of QscR with a BWR
color scale range of [-0.83, 0.64] elementary charge. The pro-
tein is solvated but water molecules are not shown.

∆GLR(~r) ∝ ULR =
1

2
ε

∫
Ωµ

~EL(~r′ +~r)· ~ER(~r′ +~r) d3r
′

(6)

We apply the Molecular Ambiguity Function [(6)] for
the C12 ligand and QscR receptor protein, as shown
in Figure 2. We calculate the spatial field distribu-
tions based on charge distributions from Nanoscale
Molecular Dynamics (NAMD) simulations [2,3], dis-
cussed in the next section. NAMD captures the ag-
gregate of electric field components, rather than the
discrete moments given in (3) and (4).

B. Spatial Electric Field Distributions

The structural form of biomolecules of interest – in-
cluding their chemical composition and conformation
– can be retrieved from the Protein Data Bank [8],
and these parameters are used as the starting point
for NAMD simulations that ultimately result in dis-
tributions of atoms within the molecule, Fig. 3. This
distribution in turn provides the location of charge
centers (assumed instantaneously static) due to ions
within the molecule. A typical molecule can contain
thousands of local charge centers that produce spatial
field structure close to the molecule, but that average
to a small net dipole moment (typically on the order
of tens e−Å or roughly 5 times that number in debye
units) within tens of nanometers from the molecule.
The local field that reveals spatial structure in the
electric fields is within the region of interest when
evaluating the integral in (6).

As a demonstration of the MAF approach the charge
distributions for the receptor protein (QscR), Fig-

Figure 4. Receptor (QscR protein) electric field magnitude
(dB V/Å) distributions with 2.5 Å spatial resolution in the
(top) x̂-ŷ, (middle) ŷ-ẑ, and (bottom) x̂-ẑ planes.

ure 3, and ligand (C12) for a single set of condition
parameters (temperature, solution, etc.) are consid-
ered. The charge distributions, such as the QscR in
Figure 3, are impressed onto a grid where the electric
fields are calculated. The protein field values are at
grid points located around the ligand which is outside
but near the surface of the protein. The electric fields
are determined by the partial charges calculated for
each atom of the biomolecules, shown in Figures 4
and 5 for QscR and C12 respectively. The QscR pro-
tein atoms are collectively responsible for the overall
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Figure 5. Ligand (C12) electric field magnitude distributions
(dB V/Å) with 2.5 Å spatial resolution in the (top) x̂-ŷ, (mid-
dle) ŷ-ẑ, and (bottom) x̂-ẑ planes.

spatial distribution of the receptor electric field ( ~ER),
as shown in Figure 4. Similarly, the atoms comprising
the C12 molecule result in the electric field distribu-
tion for the ligand ( ~EL), as shown in Figure 5. In
both cases 2.5 Å spatial resolution is used to gener-
ate the electric field maps for a 100x100 nm2 area.
To the extent that the partial charges are accurate
and the partial charge model produces an accurate
picture of the charge distribution on a molecule, the
electric fields will be an accurate representation of
the true fields produced by the molecules.

Figure 6. Correlation of the ligand and receptor electric fields
for translation of the ligand with respect to the receptor in the
x̂-ŷ plane.

C. Correlation Integral

In order to evaluate the MAF, the ligand coordi-
nates are transformed using a translation vector ~d
and rotation vector ~θ (e.g., roll, pitch, and yaw). In-
tegrating over all space d~r is not necessary, as dis-
cussed in Section II. A., since the primary interac-
tion of interest is the effect of the protein on the
ligand; therefore, a volume encompassing the ligand
(Ωµ = 100x100x100 nm3) is considered for the corre-
lation integral (7) which is proportional to the Molec-
ular Ambiguity Function (6).

∆GLR(~r) ∝ CLR(~d, ~θ) =

∫
Ωµ

~ER(~r) · ~EL(~r+ ~d, ~θ) d3r
′

(7)

The MAF is a 6-dimensional function with three
spatial dimensions and three rotational dimensions.
Here the MAF is calculated over x̂ and ŷ spatial dis-
placements while keeping all other degrees of free-
dom fixed. While the grid used for numerical ap-
proximation of the integral has 2.5 Å spacing, the
points at which the correlation function are evaluated
can have their own spacing (4 Å spacing is used in
Fig. 6).

The correlation (CLR) between the electric field pro-

duced by the ligand ( ~EL) and by the receptor ( ~ER)
was calculated by (7). The correlation function is
usually defined for two scalar functions. In order to
calculate the correlation between two vector fields,
the dot product between the ligand and receptor elec-
tric fields are integrated. The description of how the
fields are obtained can be found in Section II. B. and
the spatial distributions of the electric fields for the
QscR and C12 are shown in Figures 4 and 5 respec-
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tively.

The dimensionality of the problem was restricted to
the translation of the ligand with respect to the pro-
tein in the x̂-ŷ plane. The likely final positions of
the ligand are found where x < 30 Å in Fig. 6. In
this region, the inhomogeneous charge distribution
of the protein has more effect, and there are distinct
regions along the ŷ axis that are more energetically
favorable.

III. Discussion

In order to interpret the results, namely Fig. 6, we
consider that configurations (~r,θ) having negative
Gibbs free energy occur spontaneously; they are en-
ergetically favorable. A testable analogy also is made
between a ligand binding event and ion trapping.
In this work the integration volume surrounds the
ligand, we determined through the use of a simpli-
fied conceptual model (i.e. a single charge trapped
in a 1D potential well) that the correlation function
should be negative and at a minimum when trapped.
A correlation of the electric fields is performed, as-
suming no rotation (θ), and translation only in the
x̂-ŷ plane. The result is shown in Fig. 6. All values
are negative in this region of space, and the gradient
shows that it is energetically favorable for the ligand
to approach the protein toward the left edge of Fig. 6.
As the ligand encounters the complex electric field
structure near the protein, it is observed that some
regions are more favorable than others. Further work
in molecular dynamics and/or “docking” algorithms
may corroborate the likely trajectories apparent in
the MAF as shown here. This MAF conjecture can
be validated by in-depth MD simulations, which are
underway. In future studies, aspects of the complex
environment, which could lead to screening or other
significant effects, should be considered when calcu-
lating the Molecular Ambiguity Function.

IV. Conclusion

In this work, we demonstrated the mathematical and
theoretical framework for a novel approach to quan-
tify and predict events of molecular recognition. This
approach leveraged concepts from radar signal pro-
cessing and communication networks. Specifically, a
spatial electrostatic cross-correlation between a lig-
and and receptor is performed to represent a spatial
Gibbs free energy function, i.e. the Molecular Am-
biguity Function, which describes the interaction be-
tween the biomolecules. This Molecular Ambiguity
Function was evaluated for biomolecules showing spe-
cific relative orientations with minimum magnitude

correlation that may indicate spatial state prepara-
tion of the ligand prior to binding with the recep-
tor. The biomolecules C12 and QscR were studied
to represent a critical link in the chain of the quo-
rum sensing process from the Pseudomonas aerug-
inosa pathogen that gives rise to biofilm formation
which impacts cystic fibrosis patients and burn vic-
tims. This work could augment computationally ex-
pensive calculations for analyzing molecular recogni-
tion events, particularly at distances beyond mechan-
ical interaction.
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